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The empirical interpolation method (EIM [1, 2, 3]) has been introduced to extend the reduced basis technique
[4, 5, 6] to nonaffine and nonlinear partial differential equations (PDEs). The essential components of EIM
procedure are (i) a good hierarchy of collateral reduced basis approximation spaces (Vn)n with dim(Vn) = n
and Vn ⊂ Vn+1, (ii) a series of well selected interpolation points (also called ‘magic point’) {xi}i on a domain
Ω ∈ Rd, and (iii) an effective a posteriori estimator to quantify the interpolation errors. The interpolation in
Vn of an unknown continuous function f is defined as In[f ] ∈ Vn and In[f ](xi) = f(xi), i = 1, · · · , n. The
numerical analysis of this method has been presented in [7].

More generally, if more measurements are available than the dimension of Vn, we consider the problem of
reconstructing an approximation of f in the reduced basis space Vn from noiseless (or possibly noisy) samples
of f at m points {xi}mi=1, n ≤ m. Recently, the reconstruction with a weighted least-squares approximation in
a given linear space Vn and m independent random samples has been studied in [9, 8]. The results show that
stable results and optimal accuracy comparable to that of best approximation in Vn are achieved under the
mild condition that m scales linearly with n up to an additional logarithmic factor and the points {xi}mi=1 are
randomly chosen with respect to a sampling measure which depends on the space Vn : kn(x) :=

∑n
i=1 |q̃i(x)|2,

where {q̃i} is an orthonormal basis of Vn. Inspired by [8, 9], we first investigate the EIM magic points with
respect the function kn(x). The 1D numerical results show that most of the magic points are actually located
on the local extremum of function kn(x), which seems coherent with the random sampling with the density
proportional kn(x) as is proposed in [8]. Also inspired by [9], we propose a least-square framework for the
empirical interpolation method with more points than originally required. Our numerical finding is that,
choosing the additional points {xn+1, · · · , xm}, as being the n + 1-th to m-th EIM magic points, allows to
reach an accuracy similar to that of best approximation in Vn with a high stability performance. Furthermore,
these additional EIM points are better than a choice of a random sampling or other sampling methods.
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